1. Introduction

[3] Surface waves affect turbulence in the wind-driven ocean surface boundary layer mainly in two ways: (1) breaking waves inject turbulent kinetic energy (TKE) at the ocean surface; (2) the interaction of wave-induced Stokes drift current and mean wind-driven current [Craig and Banner, 1994; Terray et al., 1996] generates counter-rotating vortices known as Langmuir circulation or Langmuir turbulence. Dissipation rates of TKE associated with wave breaking are found to be one to two orders of magnitude larger than those expected in turbulence near a rigid boundary [Agrawal et al., 1992; Craig and Banner, 1994; Terray et al., 1996]. Langmuir circulation produces vertical velocity variance 2–3 times larger than that from shear turbulence [McWilliams et al., 1997; D’Asaro, 2001; Tseng and D’Asaro, 2004; Li et al., 2005; Kukulka et al., 2009]. Despite these investigations, the roles of wave breaking and Stokes drift in setting turbulence characteristics in the ocean surface layer remain unclear.

[4] The Coupled Boundary Layer and Air-Sea Transfer (CBLAST) program sponsored by U.S. Office of Naval Research was designed to investigate the air-sea interaction and coupling between the atmospheric and oceanic boundary layers across the wavy ocean surface. As part of the CBLAST program [see Edson et al., 2007; Black et al., 2007; Chen et al., 2007 for reviews], extensive observations were made using instruments deployed in the ocean and atmosphere at the Martha’s Vineyard Coastal Observatory’s (MVCO) Air-Sea Interaction Tower (ASIT), located in 16 m of water on the New England shelf. The turbulence measurements collected during CBLAST offer an excellent opportunity to investigate how surface wave processes such as breaking waves and Langmuir circulation affect the ocean surface mixed layer.

[5] Using the turbulence measurements at ~2 m depth below the surface, Gerbi et al. [2009] investigated the energetics of turbulence. They estimated the Stokes production, buoyancy production, and dissipation terms and placed an upper bound on the shear production. Since the pressure work and transport terms were difficult to estimate from observations, they inferred the total transport term from a consideration of the TKE budget balance and estimate of time-tendency term. Gerbi et al. [2009] found that the Stokes production and buoyancy production were 2–3
orders of magnitude smaller than the dissipation, while the upper bound of shear production was 1 order magnitude smaller than the dissipation. This suggested that at depths around 2 m, the dissipation of TKE was primarily balanced by the divergence of TKE transport from breaking waves, consistent with previous modeling studies [Craig and Banner, 1994; Craig, 1996; Burchard, 2001]. Gerbi et al. [2009] interpreted this to mean that breaking waves were more important than Langmuir circulation in the turbulence generation. In a recent study, Kukulka et al. [2011, 2012] investigated turbulence characteristics at middepths in the CBLAST site and attributed the streaky structures observed on acoustic Doppler current profilers (ADCP) to Langmuir circulation. They also found that in large eddy simulations including Langmuir circulation, transport divergence is an important term in the TKE budget. However, their Large Eddy Simulation (LES) model did not consider the effects of breaking waves.

[5] There have been other interesting observational and modeling investigations of Langmuir circulation in shallow coastal oceans [Gargett et al., 2004; Gargett and Wells, 2007; Tejada-Martinez and Grosch, 2007]. Field observations on the shallow shelf off New Jersey led to the discovery of Langmuir circulation extending throughout most of the water column under strong wind and wave forcing conditions. Such Langmuir circulations, reaching to the bottom boundary layer, have been termed supercells because of their profound influence on sediment resuspension and transport [Gargett et al., 2004].

[6] Due to limited wind fetch and shallow water depth, air-sea interaction in coastal oceans is very different from that in the open ocean. First, surface waves in coastal oceans often have a sea state far from the fully developed sea. The drag coefficient is a strong function of wave age [Donelan et al., 1993; Garrett, 1997]. At the same wind speed, the air-sea momentum flux in growing seas may be significantly larger than that in fully developed seas. The wave spectrum in growing seas is narrowly peaked, which affects the Stokes drift profile. In addition to locally generated waves, swell generated by remote storms can propagate to coastal oceans and be a substantial part of local wave fields. Langmuir circulation in a coastal ocean is more complex than that in the open ocean, because wind and wave conditions are highly variable and a range of sea state conditions are encountered [Churchill et al., 2006]. It is challenging to quantify the effects of the complex sea state on the upper-ocean turbulence. However, Belcher et al. [2012] found that the turbulent Langmuir number \( \Lambda_L \), and the ratio of the mixed-layer depth to the Langmuir stability length provide a good description of upper-ocean turbulent flows in global oceans. They used reanalysis data to calculate global distributions of \( \Lambda_L \), and found that it is narrowly peaked around 0.3 in the open ocean but is broadly distributed between 0.2 and 0.8 in coastal oceans such as the Baltic Sea. Second, the presence of a frictional bed generates a bottom boundary layer, which may interact with the surface boundary layer in shallow water. The tidally driven bottom boundary layer ejects fluid parcels or boils to the surface boundary layer and may disrupt Langmuir circulation [Nimmo-Smith et al., 1999; Thorpe, 2004]. Another mechanism of the tidal influence is due to mean crosswind shear, which can distort and destroy Langmuir cells in a coastal ocean [Kukulka et al., 2011].

[7] Many previous LES investigations of wind-driven upper ocean were limited to studies of Langmuir circulation under idealized and steady atmospheric forcing conditions [e.g., Skyllingstad and Denbo, 1995; McWilliams et al., 1997; Min and Noh, 2004; Li et al., 2005; Grant and Belcher, 2009; Noh et al., 2011; McWilliams et al., 2012]. Recently, LES studies have focused more on realistic hindcast simulations and comparison against observations [Gargett and Wells, 2007; Tejada-Martinez and Grosch, 2007; Li et al., 2009; Kukulka et al. 2009, 2010, 2012; Sullivan et al., 2012]. A few LES studies have also considered the effects of breaking waves. Noh et al. [2004] added random forcing in the momentum equation of the LES model and effectively imposed a surface energy flux similar to that prescribed in the turbulence closure model of Craig and Banner [1994]. Based on field [Melville and Matusov, 2002] and laboratory [Melville et al., 2002] observation of breaking waves, Sullivan et al. [2007] developed a stochastic representation of momentum impulses and energy fluxes in a field of breaking waves. They found that Langmuir circulation combines with breaking waves to increase turbulent energy and dissipation rate in the ocean mixed layer.

[8] This paper is an extension of Kukulka et al.’s [2012] LES simulation of the CBLAST observations by incorporating the effects of wave breaking. We examine the roles of breaking waves and Langmuir circulation in generating turbulence in the ocean surface boundary layer at the CBLAST experiment site on the shallow New England shelf. We also make a direct comparison of vertical velocity variance, TKE, turbulent fluxes and dissipation rate between the LES model results, and the measurements during CBLAST. The outline of this paper is as follows: Section 2 describes the model formulation and configuration. Section 3 reports the LES results and their comparison with the observations. In section 4, we study the TKE budget and evaluate the roles of breaking waves and Langmuir circulation in generating and modifying turbulence. Concluding remarks are made in section 5.

2. Model Configuration

[9] To simulate the CBLAST observations, we used the LES model that was first developed by Skyllingstad and Denbo [1995] and later extended for various surface boundary layer simulations [e.g., Skyllingstad et al., 1999, 2000; Smyth et al., 2002; Li et al., 2005, 2009]. The LES model is based upon a filtering of the fluid equations of motion given by:

\[
\frac{\partial u_i}{\partial t} + (u_j + u_0) \frac{\partial u_i}{\partial x_j} + \varepsilon \delta_{ij} (u_k + u_0) = - \frac{1}{\rho_0} \frac{\partial \rho}{\partial x_i} - g \frac{\rho}{\rho_0} + \varepsilon \mu \omega_k + F_i + S_{\text{GS}},
\]

\[
\frac{\partial \theta}{\partial t} + (u_j + u_0) \frac{\partial \theta}{\partial x_j} = S_{\text{GS}},
\]

\[
\frac{\partial S}{\partial t} + (u_j + u_0) \frac{\partial S}{\partial x_j} = S_{\text{GS}},
\]

where \( i, j, k = 1, 2, 3 \) are the Cartesian components, \( \rho \) is the density, \( \rho_0 \) is the reference density, \( g \) is the gravitational acceleration, \( \mu \) is the molecular viscosity, \( \omega_k \) is the vertical vorticity, \( F_i \) is the forcing, \( S_{\text{GS}} \) is the subgrid-scale (SGS) flux, and \( \theta \) is the potential temperature.
\[ \frac{\partial u_i}{\partial x_i} = 0. \]  

(4)

where $f$ is the Coriolis parameter, $u$ is velocity, $\omega$ is vorticity, $\theta$ is temperature, $S$ is salinity, $u_0$ is the Stokes drift associated with surface waves, $\pi$ is the modified pressure, $g$ is the gravitational constant, and $F_i$ is random forcing representing the generation of small-scale turbulence by wave breaking [Noh et al., 2004]. These equations include the augmentation of LES equations by a Craik-Leibovich vortex force and an additional advection of any material property $P$ by the wave-induced Lagrangian motion [McWilliams et al., 1997]. The subgrid-scale terms shown schematically as $SGS$ in equations (1)–(3) are calculated using the subgrid closure scheme provided by the filtered structure function (FSF) approach of Ducros et al. [1996].

To represent the effects of wave breaking, we adopted the approach of Noh et al. [2004] by introducing small-scale random velocity fluctuations at the sea surface, with the integral length and time scales $l_0$ and $t_0$ corresponding to those of the near-surface small-scale turbulence generated by breaking waves,

\[ F_1 = \frac{\alpha u_0}{l_0} \cos \gamma Ga(0; 1)(1 - \delta_2) \delta(z) \]  

(5)

\[ F_2 = \frac{\alpha u_0}{l_0} \sin \gamma Ga(0; 1)(1 - \delta_3) \delta(z) \]  

(6)

where $F_1$ and $F_2$ represent the random forcing in the two horizontal directions $(x, y)$, $\alpha$ is a proportional constant, $u_0$ is the surface friction velocity, $\gamma$ is the angle of wind direction with respect to the $x$ axis, and $Ga(0; 1)$ is the Gaussian random function whose mean is 0 and variance is 1. The rate of energy input by the random forcing, $I$, can be obtained from equation (1) by $u_0 \langle |F| \rangle \Delta z$, where $\Delta z$ is the vertical grid size. Since the random forcing given at each time step is independent of the existing fluid field, $I$ can be estimated as [Alvelius, 1999; Noh et al., 2004]:

\[ I = \frac{(\alpha u_0)^2}{4 \sqrt{\pi} l_0} \Delta z = \frac{\alpha^2}{4} u_0^2. \]  

(7)

[11] Terray et al. [1996] analyzed turbulence measurements under conditions of strong wind forcing and suggested that breaking waves inject TKE down to a depth of about one significant wave height from the sea surface. Since the average significant wave height was about 0.5 m during the CBLAST experiment [Gerbi et al., 2009], we chose $l_0 = \Delta z = 0.5 \text{ m}$. If the proportional coefficient $\alpha = 8.92$ is selected, we obtain $m = 100$, which recovers the empirical value that Craig and Banner [1994] used in their parameterization of wave-breaking effects in turbulence closure models. In section 4.2, we examine the sensitivity of LES solutions to $m$ values.

[12] At the bottom boundary, we employ a wall-layer model and specify a bottom stress using a drag law:

\[ \tau = -u' w' C_d u |u| |z - \Delta z|/2 \]  

(8)

where the drag coefficient is calculated from:

\[ C_d = \frac{\kappa^2}{[\log(\Delta z/t_0)]^2}. \]  

(9)

with $z_0$ being the roughness height and $\kappa = 0.4$ being the von Karman constant [Moeng et al., 1984]. For a roughness height of $z_0 = 1 \text{ mm}$, the drag coefficient is $C_d = 0.0052$ for the velocity at 0.25 m (1st grid) above the bottom boundary [He and Wilkin, 2006]. During the measurement period, stress and dissipation estimates near the bottom boundary were roughly consistent with a constant-stress logarithmic layer (J. Trowbridge, personal communication, 2011). Our bottom boundary condition is identical to the one used by Kukulka et al. [2012]. There are two approaches to model small-scale turbulence close to solid boundaries: (1) to resolve the near wall motion; (2) to use a wall-layer model. Tejada-Martinez and Grosch [2007] took the first approach, which has the advantage of directly simulating the near-wall flows but has the disadvantage that the computational cost increases with Reynolds number. We take the second approach in this paper. Piomelli and Balaras [2002] reviewed wall-layer models for LES simulations and concluded that the simple model based on the law-of-the-wall works well in flows over a flat boundary. This approach is not limited to moderate Reynolds number. However, Tejada-Martinez et al. [2012] found that the log layer near the bottom boundary is disrupted by Langmuir Circulation and could affect the interior flow. Their study, however, also indicates that for the parameters of our LES ($L_0 \sim 0.7$) disruption is unlikely to be significant.

[13] The CBLAST observations were made using instruments deployed at the Martha’s Vineyard Coastal Observatory’s (MVCO) Air-Sea Interaction Tower (ASIT). The tower on the New England Shelf is located about 3 km to the south of Martha’s Vineyard and in water of about 16 m deep (Figure 1). Atmospheric measurements included velocity, temperature, humidity, and upwelling and downwelling short- and long-wave radiation [Edson et al., 2007]. Bulk formulae [Fairall et al., 2003] were used to estimate momentum flux and latent and sensible heat fluxes.

[14] Directional wave spectra $G(\omega, \theta)$ were estimated from the ADCP measurements at the MVCO sea-node [Churchill et al., 2006]. Following Gerbi et al. [2009], we can calculate the Stokes drift current in the two horizontal directions,

\[ u_i(z) = \int_0^{2\pi} \int_0^\infty d\theta \cos \theta G(\omega, \theta) w k d\omega F_i, \]  

(10)

\[ v_i(z) = \int_0^{2\pi} \int_0^\infty d\theta \sin \theta G(\omega, \theta) w k d\omega F_i, \]  

(11)

where

\[ F_i = \frac{\cosh[2k(z + h)]}{\sinh^2(\kappa h)}, \]  

(12)

\[ \omega^2 = g k \tanh(\kappa h). \]  

(13)
in which \( h \) is the water depth and \( k \) is the wavenumber. For waves in deep water \((kh \gg 1)\), equations (10) and (11) recover the classic Stokes drift formula derived by Kenyon (1969) and Huang (1971). The directional wave spectrum can be separated into two components,

\[
G(\omega, \theta) = D(\omega, \theta)S(\omega)
\]  

in which \( D(\omega, \theta) \) is the directional spreading function and \( S(\omega) \) is the one-dimensional wave height spectrum. As noted by Churchill et al. (2006), reliable estimates of wave spectra were obtained only at wave frequencies lower than 0.4 Hz. At higher frequencies, we append the spectrum \( S(\omega) \) using a \( \omega^{-2} \) tail [Banner, 1990], as shown in Figure 2a. Figure 2b compares the surface Stokes drift current velocity \((u_s, v_s)\) calculated using the direct ADCP measurements and the corrected wave spectrum. Following Kukulka et al. (2012), we also calculated the Stokes drift by assuming a monochromatic surface wave with a significant wave height and wavelength consistent with
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**Figure 1.** Maps showing the location of Martha Vineyard Coastal Observatory (MVCO). Contours show isobaths between 10 and 50 m. The inset map shows the area in the immediate vicinity of the CBLAST study site with the square box indicating the LES model domain (adapted from Gerbi et al. [2008]).
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**Figure 2.** (a) Wave spectra (solid) obtained from 1200-kHz ADCP and the spectra (dashed) corrected at frequencies higher than 0.4 Hz. (b) Surface Stokes drift in the east-west direction (thick lines) and north-south direction (thin lines) obtained from the ADCP observations (dashed lines) and from the wave spectra corrected at high frequencies (solid lines).
observations. The two methods gave similar estimates for the Stokes drift current.

[15] We choose a LES model domain, which is centered at ASIT. The grid spacing is set to be 0.5 m in all three directions. The model has a horizontal dimension of 160 × 160 m and a vertical depth of 16 m (a grid size of 320 × 320 × 32). We have also run the model in a smaller model domain of 50 × 50 × 16 m and found that the low-order turbulence statistics are insensitive to the domain size. The x axis is aligned with the east-west direction (positive for the eastward velocity) and the y axis with the north-south direction (positive for the northward velocity) (see Figure 1). The surface boundary conditions for the LES model include two horizontal wind stress components, net heat flux and latent heat flux. In the model, all incoming solar radiation is absorbed in the uppermost grid cell. The vertical profile of the Stokes drift current calculated above is supplied to the LES model. Periodic boundary conditions are imposed in the two horizontal directions. Tidal currents move in the along-shore direction and have the amplitude of 0.3 m s⁻¹ and a dominant frequency at M₂ [He and Wilkin, 2006; Kukulka et al., 2011]. Gerbi et al. [2009] observed that turbulence generated by the tidal currents was limited to the bottom few meters and did not affect turbulence dynamics in the surface mixed layer during the study periods. We did a test model run that included the tidal forcing via the prescription of an oscillating body force [e.g., Li et al. 2008, 2010] and found the same result.

[16] This paper focuses on the main CBLAST experiment conducted in 2003. Figure 3 provides a summary of the atmospheric forcing functions encountered during the fall when extensive measurements were made. Several wind events lasting a few days each passed through the experimental site. We have selected five events for detailed LES model simulations since they are representative of typical wind and sea state conditions observed during the CBLAST experiment. Moreover, data coverage and quality are best during these periods [Gerbi et al., 2008, 2009], thus allowing us to conduct direct model-data comparison. For each event, the LES model is initialized using observed profiles of temperature and salinity and zero currents.

[17] It should be noted that the turbulence Langmuir number $La_t = \sqrt{u_\tau/U_t}$ [McWilliams et al., 1997] falls into a range between 0.5 and 0.8 for most of the wind events encountered during the CBLAST experiment, as shown in Figure 4d. Similar values of $La_t$ were found by Kukulka et al. [2012]. These values are much larger than a typical value of 0.3 in fully developed seas in the open ocean [Li and Garrett, 1993; Belcher et al., 2012] but are similar to the values between 0.2 and 0.8 found in the Baltic Sea by Belcher et al. [2012]. Based on the LES simulations in the deep ocean, Li et al. [2005] found that upper-ocean turbulent flows are dominated by Langmuir circulation when $La_t < 0.7$ and the normalized vertical turbulence intensity is a rapidly decreasing function of $La_t$ for 0.2 < $La_t$ < 0.7. However, turbulence in the shallow coastal ocean is still
dominated by Langmuir circulation even when $\text{La}_{\text{t}} > 0.7$ [Gargett and Wells, 2007; Kukulka et al., 2011, 2012], suggesting that the $\text{La}_{\text{t}}$ threshold for the transition from the shear to Langmuir turbulence is larger in the shallow water.

3. Model Results and Comparison With Observations

[18] In this section, we present detailed LES simulation results of a selected event and show model-data comparisons of vertical turbulence velocity variance, TKE, energy dissipation rate, temperature difference, and heat flux obtained from all five events.

3.1. Detailed Simulation Results for 1 Event (P1)

[19] Figure 4 shows the time series of atmospheric forcing at the CBLAST site over a 2 day period (8 and 9 October). The net surface flux $Q$ exhibited a strong diurnal cycle: with a midday maximum of about 578 Wm$^{-2}$ and slightly negative value (about -49 Wm$^{-2}$) during the night. Winds were predominantly westerly in the first 12 h but switched to southwesterly later on. The eastward wind stress showed two peaks of about 0.1 Nm$^{-2}$ at local standard time (LST) 0400 and LST 1700, 8 October, and declined steadily in the following 24 hours. The northward wind stress steadily increased to a maximum of 0.1 Nm$^{-2}$ at LST 1700, 8 October, but decreased thereafter, in sync with the eastward component. The Stokes drift current reached its peak values at the two times when the wind stress peaked, although a smaller peak in the Stokes drift at LST 0400, 9 October, did not correspond to an increase in the wind stress and the waves may have been generated remotely and propagated onto the CBLAST site.

[20] Based on LES of steady wind and wave forcing in unstratified mixed-layer over a deep pycnocline, Li et al. [2005] constructed a regime diagram to distinguish different types of upper-ocean turbulent flows, including Langmuir turbulence, shear turbulence, and convective turbulence. The diagram is based on two dimensionless numbers: turbulent Langmuir number $\text{La}_{\text{t}}$ and Hoenikker number $\text{Ho} = \frac{4B_0}{(U_s/\beta\alpha^2)}$ [Li and Garrett, 1995] where $U_s$ is the magnitude of the Stokes drift at the sea surface, $1/\beta$ is the e-folding depth of the Stokes drift current, and $B_0 = -\alpha g Q/(\rho_u C_p)$ is the surface buoyancy flux. Although the Stokes drift current in the shallow water has a vertical profile different from that in the deep ocean, we have calculated $\text{La}_{\text{t}}$ and $\text{Ho}$ to gauge the relative importance of wave forcing, buoyancy forcing, and shear stress. As shown in Figure 4d, $\text{La}_{\text{t}}$ ranges between 0.5 and 0.8. According to Li et al. [2005] and other LES models in shallow water [Gargett and Wells, 2007; Kukulka et al., 2011, 2012], the turbulence during this period should have the characteristics of Langmuir turbulence. $\text{Ho}$ is positive during the two nights but is of order $O(10^{-2})$, suggesting that
convective forcing is not a significant contributor in the turbulence generation (Figure 4e). On the other hand, $Ho$ is more negative than $-0.4$ during the daytime on October 8. It reached high negative values during the daytime on October 9 because the wind stress and the friction velocity were close to zero. In a recent paper, Belcher et al. [2012] constructed a new regime diagram to distinguish buoyancy-, wave-, and wind-driven turbulence in terms of dimensionless parameters $La$ and $h/LL$ where $h$ is the mixed-layer depth and $LL$ is the Langmuir stability length. The parameter $h/LL$ is of order $O(10^{-2})$ during P1, suggesting that unstable buoyancy forcing is not the dominant contributor to turbulence generation.

[21] To examine how the upper ocean responded to the atmospheric forcing over the 2 day period, we have selected two time slices for detailed examinations of the three-dimensional turbulence fields: (1) LST 1200 on October 8 when the wind stress and Stokes drift were weak but surface heating was strongest; (2) LST 1800 on October 8 when both the wind stress and Stokes drift current were strongest (see Figure 4). As shown in Figure 5, the vertical velocity distribution at the depth of 0.25 m shows small-scale random distributions representative of breaking waves. Although the random forcing $F_i$ due to breaking waves is imposed only on the horizontal velocity fields, the vertical velocity fluctuations were generated near the surface boundary due to continuity. The breaking wave activities were stronger at hour 18 than at hour 12 because the wind stress was 2.7 times stronger. At the deeper depth (3.25 m), the flow patterns look very different between the two times: turbulent flows were weak and disorganized at hour 12. However, at hour 18, the flows organized into roughly seven parallel structures aligned with the wind direction.

[22] To further demonstrate the flow-pattern differences between the two time slices, we plot the horizontal distributions of east-west, north-south velocities and temperature at the 3.25 m depth (Figure 6). Under the low wind and wave...
forcing condition, the turbulent flows were disorganized and weak. Under the condition of high winds and large waves, the flows organized into bands parallel to the wind direction. The streaky structures are evident in the plots of horizontal velocity components and temperature.

After examining the turbulent flows and temperature structures at two times in detail, we now look at the diurnal cycle of the ocean mixed layer at the CBLAST site. In Figure 7, we plot the time-depth distributions of mean (horizontally averaged) temperature and heat flux. The temporal evolution of the mean temperature clearly showed the development of diurnal mixed layer during both days. However, there were striking differences between October 8 and 9. The diurnal mixed layer was terminated by LST 1800 October 8 when strong wind/waves produced strong mixing and vertical heat flux that erased the stratification created by the earlier surface heating. On October 9, when the vertical heat flux was weak due to weak wind and waves, significant stratification developed in the top 5 m and persisted longer.

To illustrate how the turbulence field evolved with time, we plot the time series of horizontally averaged TKE and energy dissipation rate ($\varepsilon$) at two depths: 0.75 m affected by breaking waves and 3.75 m affected by turbulent large eddies (Figures 7c and 7d). Unsurprisingly, the TKE maxima occurred during high wind events. The patterns were similar at both depths, but the magnitude of variability was larger closer to the surface than at the deeper depth. The energy dissipation rates at the two depths tell a similar story: dissipation is larger during wind events and smaller during times of weaker wind forcing. The dissipation rate at the near-surface location is larger than the dissipation rate at the deeper location. During the time of weak winds and strong

---

**Figure 6.** Horizontal distributions of (a and b) the east-west velocity, (c and d) the north-south velocity, and (e and f) temperature at hour 12 (left column) and hour 18 (right column) during P1, all at the depth of 3.25 m.
solar heating (around noon on 9 October), the TKE and dissipation rates were extremely small.

Daytime heating may lead to strong stratification, which can suppress the vertical scale of turbulent large eddies. This eddy size is characterized by the Ozmidov scale \cite{Dillon, 1982}. A question is raised whether the LES model can resolve the energy containing eddies under the strong heating. In Figure 8, we compare the model’s vertical grid size $\Delta z$ against the Ozmidov length scale $L_o = (\varepsilon / N^2)^{1/2}$ where $\varepsilon$ is the energy dissipation rate and $N$ is the buoyancy frequency. The grid size is smaller than the turbulent length scale $L_o$ throughout the water column, during both the night-time cooling and day-time heating. Hence, the LES model can resolve the turbulent large eddies over the range of stratification conditions encountered during the CBLAST-low experiment.

### 3.2. Model-Data Comparison

We have shown the LES simulation of the upper-ocean response to the wind and wave forcing during a 2-day period. In the following sections, we compare several quantities in all five LES numerical experiments and CBLAST observations: vertical velocity variance, TKE, energy dissipation rate, and heat flux. During the CBLAST experiment, velocity measurements were made by six SonTek 5-MHz Ocean Probe acoustic Doppler velocimeters (ADVs) deployed at 1.7 and 2.2 m below the mean sea surface. High-frequency temperature measurements were made with fast-response thermistors located within the ADV sample volumes. Gerbi et al. [2009] used a spectral fitting approach to estimate turbulent velocity variances in each direction, TKE and energy dissipation rate.

Vertical velocity variance $\sigma^2_{v}/u^2_{*}$ is one useful metric to characterize turbulent large eddies in the upper ocean. Previous observations in the ocean \cite[e.g., D’Asaro, 2001; Tseng and D’Asaro, 2004] and modeling investigations of Langmuir turbulence \cite[e.g., McWilliams et al., 1997; Li et al., 2005] have shown that the vertical velocity variance normalized by the square of the friction velocity is 2–3 times larger than that in shear turbulence. Figure 9a shows a comparison of the modeled $\sigma^2_{tv}/u^2_{*}$ against the CBLAST observations. The vertical velocity variance obtained from the LES model is in reasonable agreement with the observations. The normalized $\sigma^2_{tv}/u^2_{*}$ varies between 1.5 and 2.5 away from the surface and bottom boundaries. These values are much larger than the range of 0.2–1.0 found for turbulence at a rigid boundary \cite{Hinze, 1975} and are also
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**Figure 7.** Time-depth distributions of horizontally averaged temperature (°C) (a) and heat flux (°C m s$^{-1}$) (b); time series of TKE (c); and dissipation rate (d) at the depths of 0.75 m (red) and 3.25 m (blue) during P1. TKE is shown using a linear scale, and dissipation rate is shown using a logarithmic scale.
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**Figure 8.** Comparison of Ozmidov length scale $L_o$ at noon (solid) and midnight (dashed). The vertical grid size is shown as the dotted line.
somewhat larger than the values observed in the open ocean [D’Asaro, 2001; Tseng and D’Asaro, 2004; Li et al., 2005]. The cause of the surface spike in the modeled $\sigma_{w}^{2}$ is likely due to the parameterization of breaking waves in the LES model.

In Figure 9b, we compare the vertical profile of TKE between the LES model and observations. We normalize the depth by the significant wave height associated with wind waves and TKE by the square of the friction velocity. The LES model agrees well with a majority of the observational data. The normalized TKE $q^{2}/u^{2}$ is in the range of 5–8, which are significantly larger than a value of $\sim 3$ predicted from the rigid-lid theory [Craig, 1996; Burchard, 2001]. This again shows that wave-driven turbulence rather than shear-driven turbulence dominates at the CBLAST site. However, there are a few data points under stable and neutrally stable conditions that are significantly smaller than the LES model predictions and clustering around a ratio for the rigid-lid boundary value. Those data were collected at times when both the swell and wind waves were small and Stokes forcing may have been minimal.

Energy dissipation rate $\varepsilon$ is another key turbulence quantity to test the LES model predictions. Similarly to observations in earlier studies [e.g., Agrawal et al. 1992; Terray et al. 1996; Drennan et al. 1996], the dissipation rate in the wave-affected zone was much larger in the CBLAST observations than what would be expected for rigid-boundary turbulence (Figure 10). The observed dissipation rates are predicted reasonably well by the scaling of Terray et al. [1996], which follows from assuming that dissipation balances the divergence of downward transport of TKE from the breaking waves [Craig and Banner, 1994]. This scaling in the wave-affected zone is written as:

$$\varepsilon = 0.3 \frac{G_{t}}{z^{2}} H_{s}$$

where $G_{t}$ is an empirical function of the wave age and $H_{s}$ the significant wave height. For the observational data to collapse...
to this scaling, Gerbi et al. [2009] used the significant wave height of the wind waves rather than that of the full spectrum. The dissipation profile for the LES model is obtained from the average over the five LES simulation periods. We compare this profile to the observations, and to shear-driven wall-layer scaling, the scaling of Terray et al. [1996], and the model prediction from Burchard [2001] who considered wave breaking effects. The LES results show reasonable agreement with the observational data, although there is some disagreement with the shallower observations. The LES results are similar to the predictions of Terray et al. [1996] and Burchard [2001], suggesting that the LES captured the enhanced dissipation rates in the near-surface wave zone. At depths deeper than 10 times the significant wave height, the dissipation rate in the LES exceeds the prediction for the breaking waves. The dissipation rate decays more slowly with depth than that predicted for breaking waves only.

Next, we compare observational and LES estimates of the vertical flux of heat by turbulence. As with TKE, Gerbi et al. [2008] used a spectral fitting technique to estimate heat flux at two depths below the mean sea surface, 1.7 and 2.2 m. Figure 11a compares the LES predictions to the observations. There is good agreement between the model and observations under unstable conditions (negative surface heat fluxes), but the LES model overpredicts the turbulent heat flux under stable conditions. This is likely due to the way that solar radiation was handled in the LES. All the incoming shortwave energy was added to the top grid cell and none was allowed to penetrate as radiative surface heat fluxes), but the LES model overpredicts the turbulent heat flux under stable conditions. This is likely due to the way that solar radiation was handled in the LES. All the incoming shortwave energy was added to the top grid cell and none was allowed to penetrate as radiative penetration. In the heat flux comparison, to correct for the vertical heat transport that should have been accomplished by radiation, we estimate the radiative portion and estimated using,

$$Q_r = R e^{\frac{z}{\zeta_1}} + (1 - R)e^{\frac{z}{\zeta_2}}$$

where $Q_r$ is the shortwave heat flux at depth $z$, and $Q_0$ is the shortwave heat flux at the surface [Paulson and Simpson 1977]. For type III water, $R = 0.78, \zeta_1 = 1.4 \text{ m}, \zeta_2 = 7.9 \text{ m}$, approximately 36% of the solar radiation passes the measurement depth of 2 m. Subtracting this from the LES estimate of the heat flux, we obtain a new model estimate that is in better agreement with the observational estimate (Figure 11b).

4. Discussions

Given the general agreement between the LES model results and turbulence observations, we now address the question on the roles of breaking waves and Langmuir circulation in turbulence dynamics. Recent idealized LES modeling investigations by McWilliams et al. [2012] have shown that in the presence of wave breaking and Stokes drift at steady state, the dominant terms in the TKE budget are injection by breaking waves, transport divergence, and dissipation, with a secondary role played by Stoke shear production. The CBLAST observations of Gerbi et al. [2009] show similar results, although they were unable to directly measure all terms in the budget. They found that dissipation rates were larger than buoyancy production/damping, Stokes production, shear production, and the rate of change of TKE. The unmeasured terms are transport divergence and direct injection of TKE by breaking waves [see McWilliams et al., 2012]. They concluded that below the region of direct energy injection, the energy dissipation is primarily balanced by the divergence of TKE flux generated by the breaking waves. We now re-examine the TKE budget balance using the LES simulations of the CBLAST observational periods.

4.1. TKE Budget Analysis

The horizontally averaged TKE equation can be written as [e.g., Skillingstad et al., 2000]:

$$\frac{\partial E}{\partial t} = -u_i \frac{\partial U_i}{\partial x_j} - u_i \frac{\partial U_j}{\partial x_i} - \frac{\partial}{\partial x_j} \left( \frac{u_i E}{\rho} \right)$$

$$- \frac{\partial}{\partial x_j} \left( \frac{u_i E}{\rho} \right) - \langle \varepsilon \rangle + \text{SGS}$$

(17)
Figure 12. Comparison of TKE budget terms among three LES runs: (a) wave breaking and Langmuir circulation; (b) wave breaking only; and (c) Langmuir circulation only. The budget terms are calculated from 2 h averages around hour 18 in P1. The inserts show zoomed-in views of TKE terms in depths of 2–8 m.

where $\overline{\varepsilon} = \frac{1}{2}(u'^2 + v'^2 + w'^2)$ is the TKE, and the terms on the right-hand side of equation (17) are the shear production, Stokes production, buoyancy production, pressure and turbulence transports, and dissipation. SGS represents all other unresolved subgrid scale terms [except for $\varepsilon$, Skyllingstad et al., 2000].

[33] We analyze the TKE budget for a 2 hour period (hours 17–19) during Event P1 where the wind and wave forcing were relatively constant. Figure 12a shows the vertical profiles of four major TKE budget terms: turbulent transport, Stokes production, shear production, and dissipation. Other terms such as time tendency, buoyancy production, and SGS are smaller and add up to close the TKE budget balance but are not plotted. The dominant balance in the upper meter is between turbulent transport and dissipation. At deeper depths, the shear production is the primary term that balances dissipation. The Stokes production is smaller than the shear production, and it decreases exponentially with depth due to the rapid decay of the Stokes drift current. At deep depths, the transport term is about 1/3 to 1/2 of the shear production term.

[34] To discern the separate roles of breaking waves and Langmuir circulation, we have examined two additional model configurations: one with wave breaking but no Stokes drift and one with Stokes drift but no wave breaking. Figures 12b and 12c show the TKE budget terms averaged over the same 2 hour period for these two simulations. In the case with wave breaking only, the dominant TKE budget balance is between TKE transport and dissipation in the near-surface zone and between shear production and dissipation at deeper depths. Such near-surface TKE balance was also found in idealized LES simulations of the upper ocean [Noh et al., 2004; McWilliams et al., 2012]. In the case with Stokes drift only, near the surface, the shear production and Stokes production act as sources for TKE and the transport divergence acts as a sink, carrying TKE to deeper depths where it is dissipated. At deeper depths, the shear production, transport divergence, and the Stokes production all contribute to balancing dissipation. These results are somewhat different from those found by Kukulka et al. [2012]. At depths greater than 2 m, they found that the transport divergence is a leading order term. The Stokes production decays with depth as in our model, but the shear production becomes small and slightly negative. In both of our model runs with Stokes drift (Figures 12a and 12c), the shear production is larger than the transport term, although it is still much smaller than the shear production in the model run with wave breaking only (Figure 12b). We suspect that many of the differences between our results and those of Kukulka et al. [2012] are caused by the Coriolis force that was included in our simulations but not in those of Kukulka et al. [2012].

[35] The combined effects of wave breaking and Langmuir circulation are well illustrated in the TKE budget comparisons. The TKE budget is dominated by a balance between the TKE transport and dissipation in the near-surface layer, indicating that wave breaking is a dominant source of TKE near the surface. Although most of the breaking wave energy is dissipated near the sea surface, a small portion of it is transported downward. Below the near-surface layer, the TKE transport term is of the similar magnitude in the two LES runs with Stokes drift forcing. This suggests that Langmuir circulation as shown in Figures 5 and 6 may play a significant role in distributing near-surface TKE downward. Below the near-surface layer, the TKE transport term is of the similar magnitude in the two LES runs with Stokes drift forcing. This suggests that Langmuir circulation as shown in Figures 5 and 6 may play a significant role in distributing near-surface TKE downward. This result is in general agreement with the idealized LES studies by McWilliams et al. [2012]. They found that wave-breaker energy injection and Stokes production are primary sources of TKE in the wave-affected surface layer, while the turbulent transport plays an important role in transporting TKE downward in the rest of Ekman layer.

[36] Table 1 compares the averages from all the available and usable data collected during the CBLAST experiment (at a depth of ~2 m) against the averages obtained from the five representative LES experiments. We note that the averages in the table represent the full-time periods in each simulation that lasted between 5 and 48 h. In contrast, Figure 12 averages over a 2 h period of strong wind forcing in the P1 simulation. There is general consistency between the observational and model estimates. The dissipation has a magnitude of $O(10^{-6})$ m$^2$s$^{-3}$. The turbulent transport is of the similar magnitude and is the largest term balancing the turbulent dissipation. The shear production has an order of magnitude of $O(10^{-5})$ m$^2$s$^{-2}$. Averaged over each
Table 1. Terms (in Units of m$^2$ s$^{-3}$) in the Turbulence Kinetic Energy Budget for All CBLAST Observations and Averages for Each Individual Period in the Simulations

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Dissipation ($\times 10^{-6}$)</th>
<th>Transport ($\times 10^{-6}$)</th>
<th>Shear Production ($\times 10^{-7}$)</th>
<th>Stokes Production ($\times 10^{-7}$)</th>
<th>Buoyancy ($\times 10^{-7}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation (CBLAST)</td>
<td>1.83</td>
<td>(1.17)</td>
<td>6.11 (max)</td>
<td>0.5</td>
<td>4.70</td>
</tr>
<tr>
<td>LES (P1) 2.25 m</td>
<td>0.89</td>
<td>1.25</td>
<td>0.27</td>
<td>1.04</td>
<td>7.37</td>
</tr>
<tr>
<td>LES (P1) 1.75 m</td>
<td>1.09</td>
<td>1.51</td>
<td>0.80</td>
<td>1.40</td>
<td>7.50</td>
</tr>
<tr>
<td>LES (P2) 2.25 m</td>
<td>0.36</td>
<td>0.50</td>
<td>0.34</td>
<td>0.01</td>
<td>2.51</td>
</tr>
<tr>
<td>LES (P2) 1.75 m</td>
<td>0.41</td>
<td>0.60</td>
<td>0.37</td>
<td>0.02</td>
<td>2.52</td>
</tr>
<tr>
<td>LES (P3) 2.25 m</td>
<td>0.37</td>
<td>0.41</td>
<td>0.35</td>
<td>0.18</td>
<td>4.81</td>
</tr>
<tr>
<td>LES (P3) 1.75 m</td>
<td>0.21</td>
<td>0.24</td>
<td>0.37</td>
<td>0.18</td>
<td>4.81</td>
</tr>
<tr>
<td>LES (P4) 2.25 m</td>
<td>1.41</td>
<td>1.54</td>
<td>4.97</td>
<td>0.21</td>
<td>11.50</td>
</tr>
<tr>
<td>LES (P4) 1.75 m</td>
<td>1.83</td>
<td>2.02</td>
<td>5.80</td>
<td>0.34</td>
<td>11.50</td>
</tr>
<tr>
<td>LES (P5) 2.25 m</td>
<td>0.66</td>
<td>0.66</td>
<td>1.59</td>
<td>2.60</td>
<td>4.69</td>
</tr>
<tr>
<td>LES (P5) 1.75 m</td>
<td>0.53</td>
<td>0.86</td>
<td>1.58</td>
<td>4.00</td>
<td>4.73</td>
</tr>
</tbody>
</table>

*Averages in the LES results were taken from depths of 1.75 and 2.25 m.*

Figure 13. Comparison of vertical profiles of turbulence intensities from the LES experiment P4 with the wave-breaking factor $m = 60$ (a), 100 (b), 168 (c), and 250 (d): the dashed lines correspond to turbulence intensity in the east-west direction; the solid lines in the south-north direction, and the dash-dot lines in the vertical direction.
simulated time period, both Stokes production and buoyancy production are 1–2 orders of magnitude smaller than the dissipation rate. In the LES models, divergence of transport is the primary source of TKE in the wave-affected layer. This is consistent with the observations in which the shear production, Stokes production, and buoyancy production terms did not balance the observed dissipation rates.

4.2. Sensitivity to m Values in Wave-Breaking Parameterization

[37] To represent the effects of wave breaking in the LES model, Noh et al. [2004] introduced small-scale random velocity fluctuations at the sea surface whose velocity (\(u_w\)) and length scales \(l_s\) are consistent with observations in the ocean. Noh et al. [2004] adjusted the velocity scale (i.e., \(\alpha = 6.57\)) such that the profile of the resultant dissipation rate is consistent with the observed one [Agrawal et al., 1992; Craig and Banner, 1994; Terray et al., 1996]. The equivalent energy flux due to breaking waves is \(I = mu^3\) with \(m \approx 40\). This is lower than the value \((m=100)\) suggested in the turbulence closure model of Craig and Banner [1994], while Gerbi et al. [2009] used \(m = 168\) for the analysis of turbulence statistics obtained from CBLAST observations. Conceivably, the coefficient \(m\) varies with the sea state and wave age: with reported ranges of observational estimates of 40 < \(m\) < 250 [Agrawal et al., 1992; Craig and Banner, 1994; Drennan et al., 1996; Terray et al., 1996; Feddersen et al., 2007], but a preliminary examination on the connection between wave-induced momentum flux and wave age did not yield a simple relationship or equation (J. Gemmrich, personal communication, 2012).

[38] In order to examine the sensitivity of the LES model results to changes in \(m\) or \(m=\{60, 100, 168, 250\}\). We selected Event P1 for this sensitivity analysis, but the results are similar for the other events. Figure 13 compares the vertical profiles of the vertical and two horizontal velocity variances among the four runs. There are significant differences in the top grid cell: larger \(m\) values lead to larger turbulence intensities. However, the turbulence intensities are remarkably similar below the near-surface layer. Larger surface TKE flux produces stronger energy dissipation and higher energy cycle throughput rates but does not greatly increase turbulent intensities. A similar decoupling between TKE and the energy input due to wave breaking [e.g., Burchard, 2001] results in wave vertical profiles of TKE and energy dissipation rate in agreement with the observational data and LES simulation results. The three-dimensional model outputs obtained from the LES model could provide another very useful dataset to further refine the turbulence closure models for upper-ocean studies.

[40] Our analysis using the LES results shows a near-surface region dominated by breaking waves, a deeper region dominated by Langmuir circulation, and a possible coupling between the two processes: Langmuir circulation transports undissipated breaking wave energy downward. In the simple model used in this paper, the influence of wave breaking is assumed to be confined to the sea surface and the temporal and spatial variability of wave breaking is represented by an ensemble average. In the future, it would be interesting to extend the stochastic breaker model of Sullivan et al. [2007] to do realistic hindcast simulations of the upper-ocean turbulent flows under changing wind and wave-forcing conditions.

5. Conclusion

[39] We have used the Large Eddy Simulation (LES) model to conduct hindcast simulations of the CBLAST observations that were collected at the Martha’s Vineyard Coastal Observatory’s Air-Sea Interaction Tower during the CBLAST experiment in 2003. The LES predictions for the vertical velocity variance, TKE, energy dissipation rates, and heat flux are in reasonable agreement with the near-surface turbulence measurements collected during CBLAST. It is encouraging to see that some turbulence closure models that incorporate the effects of wave breaking [e.g., Burchard, 2001] produce vertical profiles of TKE and energy dissipation rate in agreement with the observational data and LES simulation results. The three-dimensional model outputs obtained from the LES model could provide another very useful dataset to further refine the turbulence closure models for upper-ocean studies.